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Abstract 

Tuberculosis has been one of the most common communicable diseases raising global concerns. Accurately predict-
ing the incidence of Tuberculosis remains challenging. Here we constructed a time-series analysis and fusion tool 
using multi-source data, and aimed to more accurately predict the incidence trend of tuberculosis of Anhui Province 
from 2013 to 2023. Random forest algorithm (RF), Feature Recursive Elimination (RFE) and Least absolute shrinkage 
and selection operator (LASSO) were implemented to improve the derivation of features related to infectious dis-
eases and feature work. Based on the characteristics of infectious disease data, a model of RF-RFE-LASSO integrated 
particle swarm optimization multiple inputs long short term memory recurrent neural network (RRL-PSO-MiLSTM) 
was created to perform more accurate prediction. Results showed that the PSO-MiLSTM achieved excellent prediction 
results compared with common single-input and multi-input time-series models (test set MSE:42.3555, MAE: 59.3333, 
RMSE: 146.7237, MAPE: 2.1133, R2: 0.8634). PSO-MiLSTM enriches and complements the methodological research 
content of calibrating the time-series predictive analysis of infectious diseases using multi-source data, and can be 
used as a brand-new benchmark for the analysis of influencing factors and trend prediction of infectious diseases 
at the public health level in the future, as well as providing a reference for incidence rate prediction of infectious 
diseases.

Keywords  Time-series analysis, Tuberculosis, Feature engineering, Neural network, Swarm intelligence algorithms

Introduction
Tuberculosis (TB), an infectious disease of the lungs 
caused by Mycobacterium tuberculosis, is a common 
infectious disease worldwide. According to the World 

Health Organization (WHO), the global incidence 
of TB decreased by 1.5% between 2000 and 2015, but 
200 million people are still infected with Mycobacte-
rium tuberculosis, and 1.5 million people die from TB 
every year [1]. Mathematical models or artificial intel-
ligence models can effectively predict the future epi-
demiological trends of infectious diseases and develop 
appropriate prevention and control measures based on 
the results [2, 3]. Time series methods are often used in 
previous studies to predict the incidence of infectious 
diseases. Among them, linear methods are represented 
by seasonal autoregressive integrated moving average 
(SARIMA) [4], and nonlinear methods are represented 
by non-autoregressive (NAR) [5], long short-term 
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memory (LSTM) [6], and recurrent neural network 
(RNN) [7], recurrent neural network (long short term 
memory, LSTM) [6] and nonlinear autoregressive with 
exogenous input (NARX) [7]. These models usually uti-
lize historical incidence data to make predictions of 
future incidence and involve the developmental pat-
terns of infectious diseases themselves.

However, the factors affecting the incidence of infec-
tious diseases are complex, and their correlation charac-
teristics involve multiple aspects. Usually, the outbreak 
of an infectious disease will lead to an increase in news 
media coverage of the type [8], fluctuations in the stocks 
of companies or sectors associated with it [9], and even 
some changes in the socio-economic structure [10]. 
Studies have shown that changes in climate and pol-
lutant indicators also have a complex impact on the 
development of infectious diseases [11, 12]. With the 
development of satellite remote sensing and Internet 
technologies, it has become possible to access and uti-
lize multi-source data related to infectious diseases. The 
effective utilization of these data has a high application 
value and helps to improve the effectiveness of early 
warning research on infectious diseases. Currently, some 
previous studies have successfully applied Internet data 
in the prediction of infectious diseases and revealed the 
precedence and relevance of Internet data in the predic-
tion of infectious diseases [13, 14]. Therefore, integrated 
utilization of multi-source data can significantly improve 
the effectiveness and accuracy of prediction models.

Feature engineering is a necessary step to ensure the 
accuracy of machine learning methods, and feature 
derivation, feature extraction, and feature screening can 
effectively solve the problem of mismatch on the time 
scale of variables. However, feature extraction categories 
are complex and feature screening methods are diverse, 
and choosing appropriate methods to screen out inde-
pendent variables with large influence factors is one of 
the difficulties in establishing efficient prediction mod-
els [15, 16]. On the one hand, in order to make full use 
of the data, in addition to the commonly used statisti-
cal features (mean, extreme deviation, etc.), the features 
in the time domain and frequency domain of the time 
series data are also extracted [17, 18]; on the other hand, 
for the characteristics of the derived features with high 
dimensionality, the feature screening study is carried out. 
Recursive feature elimination method eliminates weak 
features by repeatedly training the model to avoid over-
fitting problem and improve the generalization ability of 
the model [19]. Random forest and LASSO algorithms 
also have unique advantages in feature screening [20, 21]. 
By comparing the performance of the algorithms and tar-
geting the characteristics of the variables, we adopt the 

fusion of the above three methods for screening in order 
to determine the input variables of the model, aiming to 
improve the accuracy of the model prediction.

In China, tuberculosis belongs to one of the higher cat-
egories of statutory infectious diseases and has obvious 
time series characteristics [22]. Therefore, based on the 
TB dataset in Anhui Province, the data structure, input 
method, feature engineering and parameter optimiza-
tion of the incidence prediction model were explored 
for validity and versatility, and innovations were made 
in the following aspects: (1) Multi-source data can be 
fully explored for the factors related to the development 
of infectious diseases, to correct the prediction results 
of infectious disease data and to improve the model’s 
prediction ability for the perturbation part. (2) By per-
forming comprehensive feature derivation and adopting 
multiple methods for feature screening, consistency on 
the time scale of variables is accomplished while achiev-
ing full utilization of data. (3) The constructed PSO-
MiLSTM model obtains better disease prediction results, 
which can provide a reference basis for the prediction of 
the incidence of various infectious diseases.

Methods and materials
Figure 1 shows the technical route of the data and meth-
ods in this study.

Data Sourcing and Cleaning
The data on the number of monthly incidence of tuber-
culosis in Anhui Province were obtained from the Chi-
nese Center for Disease Control and Prevention (CCDC), 
the Internet search index was obtained from the Baidu 
search engine, the data on atmospheric pollutants were 
obtained from the official website of the China Envi-
ronmental Monitoring Station (CEMS), the data on cli-
mate were obtained from the National Meteorological 
Information Center (NMIC), and the data on stock fluc-
tuations were obtained from the Flush Data Center. The 
overall time span of the data is from December 2013 to 
October 2023, a total of 119 months, covering 35 initial 
variables, mainly through the database for keyword co-
occurrence analysis, expert consensus and experience 
to determine the keyword information of high relevance 
to the infectious diseases to be analyzed. Stock informa-
tion is selected primarily from local comprehensive sec-
tor indices. Atmospheric pollutant data and climate data 
are from NEPA and Meteorological Agency respectively, 
incorporating the specific information of the data as 
shown in Table 1.

All the research data have been reasonably collected,
Among them, pollutant information and search 

index have some missing data, and the percentage of 
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their missing is less than 0.1%, which meets the inclu-
sion criteria, and the simulation filling comparison 
study was carried out by using mean filling, median 
filling, proximity filling, and linear interpolation, and 
it was finally concluded that using the proximity of 
the backward filling has the smallest impact on the 
sequence characteristics, so the proximity filling was 
used to fill the missing data of the pollutant and search 
index sequences in data cleaning [23], and cross-vali-
dation was used to further explore the stability of the 
data after filling. Therefore, proximity filling is used 
in data cleaning to fill in the missing data of pollutant 
and search index series, and cross validation is used 
to further explore the stability of the filled data. When 
matching the data, in order to achieve the purpose of 
early prediction, the independent variable is the pre-
vious 1  month data corresponding to the dependent 
variable. For example, when predicting the number of 
tuberculosis cases in October 2023, the input data of 

the independent variable is actually the index of Baidu 
in September 2023 and other indicators.

Feature extraction and screening
As can be seen from Table 1 and Table 2, there is a mis-
match in the time scale of the incorporated features, and 
the features present more complex change patterns and 
trends. Through time series feature extraction, patterns 
and regularities in the data, such as trends, periodicity 
and noise, can be found. The accuracy and reliability of 
the algorithm can be significantly improved by applying 
the extracted information features as independent vari-
ables in the model [24]. In this study, 21 statistical indica-
tors such as the mean, variance, and waveform factor of 
each underlying variable are mainly extracted.

After feature extraction, the number of features will be 
significantly increased, if directly input into the predic-
tion model there will be data imbalance phenomenon, 
thus increasing the risk of overfitting. Therefore, feature 

Fig. 1  Full text technology roadmap

Table 1  General information of the experimental datasets

a https://​www.​phsci​enced​ata.​cn/​Share/​index.​jsp
b http://​index.​baidu.​com/​v2/​index.​html
c https://​www.​cnemc.​cn/?​pc_​hash=​HQeakg
d https://​data.​cma.​cn/
e https://​www.​10jqka.​com.​cn/

Dataset Data collectors Time scale

Tuberculosis statistics dataa China Center for Disease Control and Prevention Month

Search index datab Baidu search engine Day

Air contaminant datac China National Environmental Monitoring Centre Day

Climatic datad China Meteorological Administration 3 h

Stock datae Flush data center Day

https://www.phsciencedata.cn/Share/index.jsp
http://index.baidu.com/v2/index.html
https://www.cnemc.cn/?pc_hash=HQeakg
https://data.cma.cn/
https://www.10jqka.com.cn/
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screening is an essential part of the process, and com-
monly used feature screening methods include: Recur-
sive Feature Elimination (RFE), Random Forest and Lasso 
regression (see Fig. 2).

Recursive Feature Elimination (RFE) is mainly used to 
select the optimal subset of features by recursively train-
ing the model and eliminating the features. The method 
trains the model with the current optimal feature subset 
during each iteration and evaluates the model perfor-
mance on new data. Then, based on the model perfor-
mance and the importance of the features, the least 
important features are selected and removed from the 
feature set. This process is repeated recursively until a 
predefined stopping condition is met, such as reach-
ing the maximum number of iterations or reaching the 
desired number of features [25].

Random forest is an integrated learning method that 
improves prediction performance by constructing mul-
tiple decision trees and combining their predictions. 
In random forest, feature selection is an important step 
that helps us to find the features that have the greatest 
impact on the prediction results. For each decision tree, 
during the construction process, Random Forest will use 
the self-help method (bootstrap) to extract samples from 

the original dataset, and then perform feature selection 
for each sample; after the training of all the decision trees 
is completed, Random Forest will use the voting method 
(voting) to synthesize the prediction results of each deci-
sion tree [26].

Lasso regression is a classical feature selection and regression 
analysis method, which achieves feature selection by adding an 
L1 regular term to the loss function so that some coefficients are 
close to zero. Similarly, for feature selection, Lasso regression is 
able to deal with the problem of multicollinearity, and Lasso 
regression is interpretable and can output the importance of 
each feature. It can also fulfill its unique advantages when dealing 
with large-scale datasets and high-dimensional data [27, 28].

Model building and optimization
There are more method models for forecasting time 
series data, the common ones are STL model, ARIMA 
model, and Holt-Winters model, etc. [29] With the rise 
of machine learning, more and more machine learning 
models are also used to forecast and analyze the time 
series data, and better results have been achieved [30].

SARIMA (Seasonal Autoregressive Integrated Mov-
ing Average) model is a classical model used for time 
series forecasting, which is composed of seasonal 

Table 2  Basic features and indicators for extracting information

Category Specific Index

JC_Baidu Idex BCG Vaccine、 Fever、Cough、Tuberculosis、Isoniazid

JC_Pollutant PM2.5、PM10、SO2、CO、NO2、O3

JC_Climate T、Po、P、Pa、U、Tn、Tx、VV、Td

JC_Stock Anhui Plate、Vaccine Plate (Opening、Highest、Lowest、Closing、Increase、A
mplitude)

Statistical Information maximum、minimum、mean、peak-peak、rectification mean、effective 
value、peak、variance、standard deviation、kurtosis, skewness、root mean 
square、waveform factor、peak factor、pulse factor、margin factor、center 
of gravity frequency、mean square frequency、frequency variance、band 
energy、relative power spectrum entropy

Fig. 2  Flowchart of feature extraction and filtering
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autoregressive model (SAR), differential integration (I), 
and moving average (MA).The SARIMA model is mainly 
used to forecast the time series by capturing the season-
ality and trend to predict future values.The parameters 
of SARIMA model can be determined by autocorrela-
tion function (ACF) and partial autocorrelation function 
(PACF) [31]. Its basic form can be expressed as:

Model is a time series prediction model based on neu-
ral network, which was proposed by Japanese scholar 
Nishiguchi Taro in 2017. The neural network model 
combines neural network and autoregressive model 
(AR). The neural network is used to learn the latent 
structure of time series, and the AR model is used to con-
trol the long-term dependence of time series. The main 
idea of the model is to decompose the time series data 
into three parts: trend, seasonality and noise, and then 
use the neural network to learn the pattern of trend and 
seasonality, and use the autoregressive model to model 
the noise component [32]. Based on the neural network 
model, for multivariate prediction, the researchers con-
structed a neural network model, Combining the exter-
nal input with the internal state to predict the output at 
the next time point, the neural network model model 
is usually used to solve the system problem with non-
linear dynamic characteristics, has good generalization 
ability, and can handle complex time series data. [33]. 
Long short-term memory) neural network is a special 
neural network (recurrent neural network, recurrent 
neural network) structure, First proposed by Hawklett 
and Schmidhuber in 1997, long short-term memory 
has better long-term dependence characteristics than 

SARIMA (p d q)(P D Q)s

traditional neural networks, and can effectively deal with 
long-term dependence in time series data (see Fig.  3). 
The main features of the least square method include: 1. 
Memory cell: Memory cell contains a special structure 
called “memory cell,” which is used to store and update 
the information about the sequence; 2. Gated structure: 
The system contains three gates (input gate, forget gate 
and output gate), which are used to control the flow of 
information and memory update; 3. Vanishing gradi-
ent problem: By introducing memory unit and gating 
structure in the least square model, the vanishing gra-
dient problem in the network is effectively solved, thus 
improving the training effect of the model [34].

Particle Swarm Optimization (PSO) is an optimiza-
tion algorithm based on the behavior of a flock, first 
proposed by Eberhart and Kennedy in 1995. The algo-
rithm is inspired by the foraging behavior of bird flocks 
and finds the optimal solution by simulating the interac-
tion of individuals in the flock. The particle swarm opti-
mization algorithm considers both global and individual 
optimal solutions. Each particle uses the information 
of both the global optimal solution and the individual 
optimal solution during the updating process, which 
enables it to converge to the optimal solution faster. In 
addition, exploration and convergence are balanced by 
inertia weights and learning factors, thus maintaining 
the diversity of the population during the search pro-
cess. This helps to avoid the algorithm from falling into 
local optimal solutions. Particle swarm optimization 
algorithms have been widely used in a variety of opti-
mization problems, such as function optimization, con-
strained optimization, combinatorial optimization, and 
machine learning [35].

Fig. 3  Schematic diagram of the LSTM model
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Results
In the results section, the analysis is first carried out to 
evaluate the model performance by univariate autore-
gressive modeling. The model evaluation indexes mainly 
include MSE (Mean Square Error), MAE (Mean Abso-
lute Error), RMSE (Root Mean Square Error), MAPE 
(Mean Absolute Percentage Error), and R2 (Coefficient of 
Determination), and the smaller the first four items are, 
the better the model performance is, and the closer the 
R2 is to 1, the better the model prediction performance 
is.The evaluation of the results is based on the size of the 
R2 value of the test set as the main basis, and the rest of 
the test set indicators as the secondary basis.

Univariate time series modeling
After collecting data on the number of TB cases from 
December 2013 to October 2023 in Anhui Province, 
the serial data were modeled using the SARIMA model 
as well as the NAR model, respectively. The model was 

constructed using the data from December 2013 to Octo-
ber 2022 to predict the number of monthly incidence 
from November 2022 to October 2023, and the results 
were compared with the real results, which are shown in 
Fig. 4 and Table 3.

Among them, according to the autocorrelation and 
partial autocorrelation regression results, using the AIC 
value to compare with the BIC value, the final will of the 
SARIMA model has the p, d, and q of 1, 0, and 1, respec-
tively, and the values of P, D, and Q of 1, 1, and 1, respec-
tively. the NAR model has the step size of 2, the number 
of neurons of 20, and the trainFcn is set to Levenberg–
Marquardt backpropagation.

From the above, it can be seen that both the SARIMA 
model and the NAR model have poor predictive perfor-
mance, and the inclusion of multivariate for infectious 
disease analysis is an important part to improve the accu-
racy of the model.

Fig. 4  Model fitting results (SARIMA, NAR)

Table 3  Model evaluation indexes

The training set model evaluation results incorporate the predictions from the validation data

Model Data Set MSE MAE RMSE MARE R2

SARIMA Training set 30.7440 206.6809 298.0741 7.2432 0.4924

Test set 102.2350 253.8333 354.1525 11.7597 0.2041

NAR Training set 24.4480 178.9808 249.3214 6.2521 0.6381

Test set 67.6513 156.4167 234.3511 6.8784 0.6515



Page 7 of 11Zhang et al. BMC Pulmonary Medicine          (2024) 24:536 	

Evaluation of feature screening methods
As shown in Table 2, 21 monthly statistical features can 
be extracted for each base variable to achieve consist-
ency between the independent and dependent variables 
on the time scale. After incorporating 35 basic variables 
for feature extraction derived as 735 features, 12 impor-
tant variables are screened out through RFE-RF method, 
and the data set named S1 is constructed with the num-
ber of morbidity; 9 important variables are screened 
out by using LASSO, and the data set named S2 is con-
structed; the intersection variables of the two screening 
processes are 5, and the S3 data set is constructed with 
the dependent variable; and the concatenated set of vari-
ables, totaling 14, is formed. S4 dataset is formed. The 
NARX model is used to predict and analyze these four 

data sets and compare the final results. The division of 
the data sets is consistent with 2.1, and the model param-
eters are adjusted by using five-fold cross-validation. In 
order to facilitate the adjustment of model parameters, 
the data from November 2021 to October 2022 were set 
as the validation set data, and the model parameters were 
adjusted using the validation set model evaluation indica-
tors. The results are shown in Fig. 5 and Table 4.

The step size of the NARX model is 12, the number of 
Shenjing elements is 50, and trainFcn is also set to Lev-
enberg–Marquardt backpropagation. The results of cor-
relation analysis show that the S4 dataset has the best 
effect, and the corresponding variables are 14. The results 
of correlation analysis show that the correlation between 
variables is small and there is no collinearity (see Fig. 6).

Fig. 5  Model fitting results of each dataset

Table 4  Model evaluation indexes

The training set model evaluation results incorporate the predictions from the validation data

Data Type Data Set MSE MAE RMSE MARE R2

S1 Training set 18.1393 61.8000 176.8000 2.0872 0.8201

Test set 54.9376 88.3333 190.3094 3.8754 0.7702

S2 Training set 24.2809 93.6737 236.6605 3.2776 0.6777

Test set 70.8886 103.5833 245.5652 4.1237 0.6173

S3 Training set 13.6990 59.6105 133.5217 2.0894 0.8974

Test set 73.6139 101.0833 255.0060 4.1138 0.5873

S4 Training set 14.3776 39.1895 140.1352 1.4123 0.8870

Test set 56.7019 62.2500 196.4211 2.2124 0.7552
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Multi‑input time series modeling
Using the S4 dataset constructed in Part 2.2 for mode-
ling analysis, PSO-NARX, MiLSTM and PSO-MiLSTM 
were constructed respectively. The training set, valida-
tion set and test set are divided in the same way as in 
Sect. “Feature extraction and screening”, and the results 
of the validation set are used as the objective function 
of the optimisation algorithm. The result of five-fold 
cross-validation was used as the objective function. The 
results are shown in Fig. 7 and Table 5.

After combining the intelligent algorithm for hyper-
parameter optimisation, the complexity of MiLSTM 
model parameter adjustment can be effectively solved 
through cross-validation, and PSO-MiLSTM achieves 
the most excellent prediction performance, with step 
size by 12, maximum number of iterations by 236; 

initial learning rate by 0.001; learning rate decline fac-
tor by 0.01. The model test set MSE is 42.3555, MAE is 
59.3333, RMSE is 146.7237, MAPE is 2.1133, and R2 is 
0.8634.

Discussion
The spread and development of infectious diseases can 
lead to serious health problems and death. For exam-
ple, the new coronavirus (COVID-19) can cause serious 
diseases such as pneumonia, acute respiratory distress 
syndrome, multi-organ failure, and even death. It can 
also have an impact on many aspects such as socio-
economics, public safety, education, and tourism [36]. 
Mycobacterium tuberculosis is highly contagious and 
easily spreads among the population, especially in 
confined and crowded environments, such as schools, 

Fig. 6  Results of correlation analysis 

Number indicates the number of TB cases, and the rest of the features are expressed using A-B, where A indicates the specific indicator and B 
indicates the extracted information, e.g. BCG-RMS indicates the valid values extracted from the BCG monthly index data
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factories, and prisons. The prevention and treatment of 
TB consumes a large amount of medical resources and 
funds, and imposes a heavy economic burden on indi-
viduals, families, and society. TB epidemics may lead 
to labor shortages and decreased production capacity, 
thus affecting socioeconomic stability and development 
[37]. Forecasting and analyzing the development trend 
of tuberculosis epidemics in various geographic regions 
can provide an adequate objective basis for the devel-
opment of preventive and control measures. In the 
analysis process, it is crucial to establish a stable and 
accurate prediction model by utilizing various methods 
[38].

With the increase of external interfering factors, using 
only historical data of infectious diseases to predict 
future trends has greater limitations. Data from multi-
ple sources were used for feature analysis, and the vari-
ables with the highest correlation with the number of 

incidence cases were screened as input data, which were 
combined with the autoregressive part of the time-series 
data to fit the number of TB incidence cases through the 
MiLSTM model, which is conducive to improving the 
accuracy of the model. Among them, the steps of feature 
extraction, feature screening, base model and parameter 
optimization are the key links to improve the accuracy 
and generalization of the model, and the diversification 
of feature extraction can achieve the purpose of mak-
ing full use of the data, but it will bring the problem of 
too high feature dimension, which needs to be solved 
by choosing the appropriate feature screening method. 
The complexity of the deep learning model structure can 
more accurately capture the trend of the dependent vari-
able, but compared with the ordinary model, the number 
of hyperparameters increases significantly, and it is nec-
essary to choose the appropriate optimization algorithm 
for automatic optimization [38–40].

Fig. 7  Fitting results of each model

Table 5  Evaluation indexes of each model

The training set model evaluation results incorporate the predictions from the validation data

Model Data Set MSE MAE RMSE MARE R2

PSO-NARX Training set 15.5068 35.6211 151.1420 1.1616 0.8685

Test set 50.9920 60.3333 176.6414 2.2082 0.8020

MiLSTM Training set 19.7280 51.1158 192.2843 1.7405 0.7872

Test set 56.0133 66.0200 228.6307 3.1977 0.6683

PSO-MiLSTM Training set 13.7671 71.4632 134.1847 2.5264 0.8964

Test set 42.3555 59.3333 146.7237 2.1133 0.8634
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Therefore, in the analysis and prediction of tuber-
culosis incidence in Anhui Province, we conducted 
a comparative study to evaluate two univariate input 
models, four feature screening approaches and three 
multi-input models. On this basis, we proposed the 
RRL feature screening strategy. To address the difficulty 
in tuning the model performance due to the increase in 
parameters, the MiLSTM model performance was fur-
ther improved using the PSO optimisation algorithm. 
Finally, we successfully constructed the optimal model 
PSO-MiLSTM and achieved the best prediction perfor-
mance on the test set.

Although this study is reasonable and rigorous in 
both design and execution, there is still some room for 
improvement and enhancement. We look forward to 
future research directions. First, a multi-dimensional 
and broad field analysis should be conducted in terms 
of features such as spatial distribution, population dis-
tribution and causative factors for better implemen-
tation of early warning. Second, theoretical research 
should be conducted on the principles of formulaic 
methods such as MSE, huber loss function, and quan-
tile loss function in terms of loss function construction, 
so as to construct a loss function that conforms to the 
infectious disease data, and to further improve the pre-
diction effect of the model. Finally, the prediction effect 
of the model should be verified on multiple infectious 
disease datasets to verify its generalization ability.

In summary, this study uses data on atmospheric 
pollutants and climate as external input variables, 
combined with the time-series characteristics of the 
number of infectious disease cases, to carry out trend 
prediction analysis of the number of tuberculosis infec-
tions in Anhui Province. Based on the NAR model and 
NARX model, the S4 feature dataset consistent with 
the predictive analysis of infectious diseases was con-
structed by performing feature extraction and feature 
screening, and the excellence of the predictive per-
formance of PSO-MiLSTM was revealed by empirical 
studies. Therefore, the feature engineering method as 
well as the prediction model proposed in this study can 
effectively analyse the development trend of the occur-
rence of tuberculosis epidemics, and by monitoring the 
change trend of the screened features, it can accurately 
determine the change trend of the number of tubercu-
losis cases in the next 1 month, and provide a powerful 
guide for the prevention and control of other infectious 
diseases.

In future studies, it is planned to incorporate data from 
more geographical areas, including regions with differ-
ent climatic, economic and socio-cultural backgrounds, 
to test the stability and accuracy of the model in differ-
ent environments. It is also planned to apply the model to 

more types of infectious diseases, such as other respira-
tory diseases, gastrointestinal diseases, and insect-borne 
infectious diseases, in order to explore the potential value 
and application of the model in the prediction of different 
diseases.

Conclusion
In summary, this study utilized data on atmospheric 
pollutants and climate as external input variables, and 
combined the time-series characteristics of the number 
of infectious disease incidence with the trend predic-
tion analysis of the number of tuberculosis infections 
in Anhui Province. On the basis of NAR model and 
NARX model, the S4 feature dataset conforming to 
the predictive analysis of infectious diseases was con-
structed by performing feature extraction and feature 
screening, and the excellence of the predictive per-
formance of PSO-MiLSTM was revealed by empirical 
studies. Therefore, the feature engineering method as 
well as the prediction model proposed in this study can 
effectively analyze the development trend of the occur-
rence of tuberculosis epidemics, and by monitoring the 
change trend of the screened features, it can accurately 
determine the change trend of the number of tubercu-
losis cases in the next 1 month, and provide a powerful 
guide for the prevention and control of other infectious 
diseases.
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